
Summary
This paper reviews various aspects of the direct method in 
airborne gravimetry, using a strapdown inertial measurement 
unit (IMU) and GNSS. The direct method (also referred to as 
“accelerometry approach” or “cascaded approach”) is a cas-
caded two-step approach: inertial accelerations are comput-
ed from GNSS positions using numerical differentiation in the 
first step, which are then removed from IMU specific force 
measurements in the second step. The transformation of 
strapdown measurements into the navigation frame requires 
the knowledge of the vehicle’s attitude, which is commonly 
computed using a commercial IMU/GNSS strapdown naviga-
tion software. In contrast, the indirect method (also referred 
to as “inertial navigation approach” or “one-step approach”) 
combines all available measurements (GNSS positions and 
IMU measurements) in a single Kalman-Filter, which is, how-
ever, more difficult to implement and requires a substantial 
tuning of the filter.
A comparison of both approaches based on real campaign 
data indicates the overall quality of the two approaches be-
ing on a par. The accuracy achieved is 0.6 mGal (after line 
adjustment) and 1.3 mGal (without adjustment) at flight al-
titude, with a spatial resolution of about 6 km (half-wave-
length). These results demonstrate for the first time that both 
processing approaches can achieve gravity disturbances at 
the same level of accuracy.
This paper discusses the fundamentals of the direct meth-
od, addressing readers who are striving for their own imple-
mentation. The various corrections and data processing as-
pects are presented in detail as well as a standard evaluation 
scheme.

Zusammenfassung
Dieser Artikel befasst sich mit verschiedenen Aspekten der 
Fluggravimetrie unter Verwendung eines Strapdown-Iner-
tialen-Messsystems (IMU) und GNSS. Die Direkte Methode 
(auch „Beschleunigungsansatz“ oder „Mehr-Schritt-Verfah- 
ren“ genannt) ist ein zweistufiges Verfahren: Im ersten Schritt 
werden aus GNSS-Positionen mittels numerischer Differen-
ziation inertiale Beschleunigungen bestimmt, die dann von 
den IMU-Beobachtungen der spezifischen Kraft entfernt 
werden. Zur Transformation der Strapdown-Messungen in 
Navigationskoordinaten wird die Orientierung des Flugzeugs 
benötigt, die sich mit einer kommerziellen IMU/GNSS-Strap-
down-Navigationssoftware bestimmen lässt. Im Gegensatz 
dazu werden bei der Indirekten Methode alle verfügbaren 
Messungen (GNSS-Positionen und IMU-Beobachtungen) in 
einem gemeinsamen Kalman-Filter kombiniert, was einen hö-
heren Implementierungsaufwand und Filtertuning erforder-
lich macht.

Ein Vergleich beider Methoden anhand der Auswertung einer 
realen Messkampagne ergibt für beide Ansätze eine Gesamt-
genauigkeit mit einer Standardabweichung von 0,6  mGal 
(nach Kreuzungspunktjustierung) und 1,3 mGal (ohne Justie-
rung) in Flughöhe bei einer Auflösung von etwa 6 km (halbe 
Wellenlänge). Damit wird erstmals gezeigt, dass mit beiden 
Prozessierungsansätzen Ergebnisse auf dem gleichen Genau-
igkeitsniveau erhalten werden können.
Der Artikel ist insbesondere an Leser gerichtet, die die Grund-
lagen der Direkten Methode verstehen möchten, möglicher-
weise um eine eigene Implementierung vorzunehmen. Es wird 
in die Grundlagen des Ansatzes eingeführt und verschiedene 
Korrektionen und Aspekte der Datenprozessierung werden im 
Detail betrachtet. Eine Standardmethode zur Qualitätsanalyse 
wird kurz erläutert.
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1	 Introduction

Airborne gravimetry can be seen as an intermediate 
gravity determination method between satellite and ter‑
restrial gravimetry in terms of accuracy and resolution. 
The first test flights applying airborne gravimetry have 
been undertaken in the early 1960s using a horizontally 
stabilized spring gravimeter (Nettleton et  al. 1960). At 
that time, the positioning accuracy proved to be the lim‑
iting factor in airborne gravimetry. Due to the rise of the 
Global Positioning System (GPS) in the 1990s, airborne 
gravimetry was successfully conducted in many cam‑
paigns, e. g. Brozena et al. (1997).

Since the 1980s, the use of inertial measurement units 
(IMU) in airborne gravimetry was subject of research as 
an alternative to spring gravimeters. An IMU commonly 
consists of a triad of gyroscopes and accelerometers each. 
This newer type of gravimetry is also called “strapdown 
airborne gravimetry” since a horizontally stabilized plat‑
form is not required. Further advantages of strapdown 
airborne gravimetry are the lower space, weight and 
power consumption. In addition, the full 3‑D  gravity 
vector is determinable (vector gravimetry), the sensitivity 
to turbulences and flight altitude changes is reduced and 
costs and maintenance requirements are lowered (Becker 
2016). It was shown that accuracies on a similar level 
compared to “classic” airborne gravimetry using sta‑
ble-platform gravimeters are achievable if the impact of 
strong IMU drifts is reduced by removing a linear drift 
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from the gravity estimates (Glennie et al. 2000). Further‑
more, recent research has demonstrated that the majority 
of accelerometer drifts can be compensated using IMU 
calibration methods (Becker 2016). In fact, it was shown 
that a simple thermal lab calibration of just the vertical 
accelerometer was already able to eliminate the bulk of 
drifts (Becker et al. 2015b).

In strapdown airborne gravimetry, mainly two pro‑
cessing approaches exist (Jekeli and Garcia 1997). When 
applying the so-called direct method, gravity is deter‑
mined by forming the difference of kinematic acceler‑
ation and accelerometer measurements. In the indirect 
method, all available IMU and GNSS measurements are 
integrated in a single Kalman filter. The separation of 
specific force and gravity is done indirectly using GNSS 
positions rather than accelerations, hence the method’s 
name.

The following sections will give some basics of strap‑
down gravimetry including the main differences between 
the two processing methods. This paper shows the direct 
method of strapdown gravimetry in detail, presenting an 
elaborate algorithm including all required corrections.

Section 2 provides some fundamentals of strapdown 
airborne gravimetry. The differences between the two 
methods are briefly discussed in Section 3. The algorithm 
of the direct method is then shown in detail in sections 4 
and 5, including filtering and all corrections that need to 
be applied.

A meaningful comparison among different airborne 
gravimetry campaigns is difficult, since flight parame‑
ters, topography and the actual gravity field character‑
istics are different. In addition, the quality assessment 
methods are not standardized. In this paper, a crossover 
residual analysis is implemented, which is introduced in 
section 6.

The data sets presented in this paper have been evalu‑
ated using both the direct and the indirect method, allow‑
ing a direct comparison of the two methods (section 7).

2	 Fundamentals of Strapdown Airborne 
Gravimetry

In strapdown airborne gravimetry, the accelerometers of 
a strapdown IMU are used to measure the specific force f 
being the difference of the vehicle’s kinematic accelera‑
tion r̈ and gravity g. The geometric position r is usually 
obtained by GNSS (Global Navigation Satellite Systems) 
observations and corresponding processing methods. In 
order to determine gravity, the equation can be suitably 
solved as follows (Kwon and Jekeli 2001):

f r g g r fi i i i i i� � � � � � � � � .	 (1)

The latter equation is valid only if the quantities are 
given in a non-rotating inertial frame, indicated with 

the superscript i. Two additional coordinate frames, body 
frame b and navigation frame n, are required. While the 
body frame’s orientation (e. g. front, right/starboard, 
down) is fixed to the IMU’s attitude, the navigation 
frame’s orientation (e. g. north, east, down) is defined by 
geodetic north, the normal to the ellipsoid and the east 
axis completing the right-handed orthogonal set. Gravity 
is commonly related to the navigation frame n, where‑
as in strapdown gravimetry the specific force measure‑
ment is referenced to the body frame b. The latter is then 
transformed into the n‑frame by means of the gyroscope 
measurements. As the origins of body and navigation 
frame coincide by definition, the frame transformation is 
fully defined by a 3‑by‑3 rotation matrix Cb

n .
Instead of gravity itself, the much smaller gravity 

disturbance  δg n is the more common output quantity 
in airborne gravimetry. It is defined as the difference of 
gravity  g n and normal gravity  γ n at the measurement 
point (Becker and Hehl 2012). In order to account for 
Coriolis and centrifugal forces, the Eötvös correction 
δδ g

eot

n  needs to be applied (Wei and Schwarz 1998):

�� �� ��g r C f gn
b
n b n nn� � � �

eot
.	 (2)

In order to obtain δδ g
eot

n , the skew-symmetric matrices 
ΩΩ ΩΩie
n

en
n,�  of the Earth rotation and the transport rate must 

be known. The first matrix contains the angular velocity 
of the Earth rotation with respect to the inertial frame; 
the second matrix describes the rotation of the moving 
navigation frame with respect to the Earth-fixed frame 
(Groves 2013). The Eötvös correction is then given as 
(Wei and Schwarz 1998)

�� g r
eot

n
ie
n

en
n n� �� � �2�� ��  ,	 (3)

with velocity vector r n . The first term quantifies the Co‑
riolis acceleration; the second term quantifies the cen‑
trifugal acceleration due to the movement of an object 
relative to Earth. Note, that the centrifugal acceleration 
due to the Earth rotation is already included in normal 
gravity.

In their vectorial form, equations (2) and (3) allow the 
determination of both the horizontal and vertical com‑
ponents of the gravity disturbance. In scalar gravimetry, 
only the down component

� � � �g g r f gD D D D� � � � � �

eot
	 (4)

of equation (2) is being used.

3	 Indirect versus Direct Method

This section describes the main ideas of the indirect and 
the direct processing methods in strapdown airborne 
gravimetry. The algorithm of the direct method will be 
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shown in detail including required corrections in sec‑
tions 4 and 5.

In the literature, there are various alternative terms 
for the “indirect” method as introduced by Jekeli (2001). 
It has also been called “inertial navigation approach” 
(Ayres-Sampaio et al. 2015) or “traditional way” (Kwon 
and Jekeli 2001). Here, IMU observations are integrated 
with respect to time and the gravity disturbance is ob‑
tained from the comparison of IMU-predicted position 
and GNSS position. All observations, i. e. IMU and GNSS 
data, are processed in a single extended Kalman filter 
(EKF), which is why the method is also called “one-step 
approach” (Becker 2016). Fig. 1 illustrates the workflow 
of the indirect method, which has to be executed epoch 
wise.

The Kalman filter is based on an inertial navigation 
filter, but besides position, velocity, orientation and 
sensor biases, the state vector is supplemented by one 
or three gravity states, for scalar or vector gravimetry, 
respectively. In the prediction step, inertial navigation 
equations are used to propagate the last epoch’s state 
estimates to the current epoch using IMU accelerometer 
and gyroscope observations (acceleration  f  b and angu‑
lar velocity  ψψ b ) that are integrated with respect to time  
(Ayres-Sampaio et  al. 2015). The predicted estimates 
are then corrected in the measurement update step us‑
ing GNSS pseudorange and phase measurements (tightly  
coupled approach), or using pre-processed GNSS posi‑
tion  r n and velocity  r n  solutions (loosely coupled ap‑
proach). Since, in general, satellite coverage is excellent 
in airborne gravimetry, the simpler loosely coupled im‑
plementation is sufficient in most cases. Deviant from 
the flow chart in Fig.  1, Kalman filters in the indirect 
method are often implemented using an error state space 
formulation in order to improve numerical stability.  
Further details on Kalman filters used for inertial navi‑
gation and airborne gravimetry can be found in Groves 
(2013), Becker (2016), and others.

The direct method has also been called “accelerometry 
approach” (Kwon and Jekeli 2001, Ayres-Sampaio et al. 
2015), since the IMU accelerations are compared directly 
to accelerations derived from GNSS data. The direct meth‑
od is realized in form of a “cascaded approach” (Becker 
2016) and requires several consecutive processing steps. 
A possible implementation is visualized in Fig.  2 and 
introduced in this section. A detailed algorithm will be 
presented in section 4, clarifying the quantities shown in 
Fig. 2. As an alternative to the procedure shown here, the 
direct method can also be implemented as an one-step 
Kalman filter approach where position and velocity are 
not included in the state vector (Jekeli 2001).

Like in the loosely coupled variant of the indirect 
method, the cascaded algorithm starts with the determi‑
nation of GNSS positions, which are then numerically 
differentiated twice in order to obtain kinematic accel‑
erations. IMU accelerometer and gyroscope measure
ments are used in combination with the GNSS solutions 
to precisely estimate the aircraft’s attitude (GNSS/IMU 
integration). The IMU acceleration measurements are 
transformed from body to navigation frame utilizing 
these attitude estimates. With GNSS position and velocity 
at hand, normal gravity, Earth rotation rate and trans‑
port rate can be computed. Finally, gravity disturbances 
are computed using equation  (2) or  (4). Due to strong 
high-frequency noise, the results need to be low-pass fil‑
tered. By comparing the gravity disturbance with known 
values at the start and landing airports, bias and linear 
drift are removed from the data.

In the scope of this paper, biases and drifts are de‑
termined solely for the resulting gravity disturbance. In 
the procedure presented in Glennie and Schwarz (1999), 
accelerometer biases and drifts are estimated by the IMU/
GNSS Kalman filter and then applied to the original spe‑
cific force measurements.

EKF

Prediction

Previous epoch’s estimates

IMU

Update

Predicted estimates

Updated estimates

GNSS

System model

Measurement model

Position, velocity,
attitude, bias, 𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿

𝒇𝒇𝒇𝒇𝑏𝑏𝑏𝑏, 𝝍̇𝝍𝝍𝝍𝑏𝑏𝑏𝑏

𝒓𝒓𝒓𝒓𝑛𝑛𝑛𝑛, 𝒓̇𝒓𝒓𝒓𝑛𝑛𝑛𝑛

Position, velocity,
attitude, bias, 𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿

Position, velocity,
attitude, bias, 𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿

Fig. 1: Schematic flow chart of the loosely coupled indi-
rect method in strapdown airborne gravimetry using an 
extended Kalman filter (EKF)

IMU GNSS

GNSS/IMU
integration

DGNSS/PPP
processing
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Fig. 2: Flow chart of the direct method implemented in 
the scope of this work
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An advantage of the indirect method is that it is based 
on a known optimal estimation procedure used in inertial 
navigation, the Kalman filter. Moreover, the method has 
been argued to be more rigorous since all data is intro‑
duced to a single optimal estimator (Becker 2016).

The indirect method also has disadvantages. Because 
inertial navigation and observation equations are not 
linear, the indirect method does not provide a truly op‑
timal estimation and approximate initial estimates for 
attitude are required. The stochastic model of the Kal‑
man filter needs to be tuned carefully. Small changes in 
filter parameters can significantly affect the results in a 
way which is difficult to understand. Therefore, the di‑
rect method is less arcane (Jekeli 2001) and easier to im‑
plement, especially, if a proven external pre-processing 
software is used for the GNSS/IMU integration.

4	 Algorithm of the Direct Method

The algorithm used in the scope of this work is illustrated 
in the flow chart in Fig. 2 and will be discussed in the 
following. Input quantities for equation (2) will be deter‑
mined stepwise.

4.1	 GNSS Processing and GNSS/IMU Integration

First, a geodetic GNSS processing method analyzing two 
frequency phase observations needs to be applied in or‑
der to obtain precise positions subsequently used as input 
data for the numerical differentiation. Typically, base‑
lines to known GNSS reference stations are evaluated 
using Phase-Differential GNSS (PDGNSS). Recent studies 
showed that Precise Point Positioning (PPP) using precise 
satellite orbits and clocks determined in post-processing 
can give results on a par with PDGNSS depending on the 
set-up and the length of baselines to reference stations 
in PDGNSS (Becker 2016). Furthermore, the processing 
approaches MKin-VADASE (“Modified Kinematic Vario‑
metric Approach for Displacements Analysis Stand-alone 
Engine”) and POP (“Precise Orbit Positioning”) have been 
reported to be adequate alternatives applicable to air‑
borne gravimetry (Salazar et al. 2011, Zhang et al. 2017, 
Li et al. 2019).

Precise attitude information is obtained by performing 
a GNSS/IMU integration. The transformation between 
body and navigation frame is expressed by three Euler 
angles: roll, pitch and yaw. These angles can be trans‑
formed into a 3‑by‑3 rotation matrix or, alternatively, 
into a quaternion, and vice versa. Both the GNSS pro‑
cessing and the GNSS/IMU integration can be performed 
using standard navigation software.

4.2	 Numerical Differentiation of GNSS Positions

Having GNSS positions r at hand, velocity  r  and acceler‑
ation r̈ are computed by numerical differentiation.

Several numerical differentiation methods using the 
primary difference quotient, the central difference quo‑
tient or cubic interpolation polynomials (Schwarz and 
Köckler 2011) have been tested within the scope of this 
work. No significant effect on the gravity results was ob‑
served. The simplest way to obtain the first derivative 
f ′ ( t ) of a discrete function f  ( t ) with step size Δt is the 
use of the primary difference quotient. If this approach is 
applied, epochs will be shifted by half a time step: At the 
middle position tM between two function values y0, y1, the 
first derivative can be approximated as

�� � � �
�

�
�f t

y
t

y y
t

t t t
M M
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0 1

1 0 0 1
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, with .	 (5)

If the position is given as geodetic longitude λ and lat‑
itude ϕ, a transformation into meters is required which 
can be applied after the first numerical differentiation. 
Considering the radii of curvature Rn, Re and the ellipsoi‑
dal height h, velocity  r  can be transformed into the navi
gation frame  n (North, East, Down) as follows (Hwang 
et al. 2006):
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4.3	 IMU Pre-processing

If attitude information is obtained from the GNSS/IMU 
integration in the form of three Euler angles, these angles 
are transformed into a rotation matrix for each epoch. 
The rotation matrix Cn

b  describes the rotation transform‑
ing coordinates from the navigation to the body frame. 
The reverse rotation from the body to the navigation 
frame is obtained by an inversion of the matrix. Since the 
matrix is orthogonal, the inversion can be replaced by the 
numerically simpler transposition C C Cb

n
n
b

n
b T

� �� � � ��1
.  

Details on the setup of rotation matrices can be found, 
for example, in Groves (2013).

Pre-processing steps have to be applied to the IMU’s 
specific force measurements. Since, in strapdown gravi
metry, the IMU is tied to the body frame, the acceleration 
observations  f  b obtained in the body frame need to be 
transformed to the navigation frame. If the origins of 
both frames coincide by definition, the specific force f  n 
in the navigation frame is obtained by applying the ro‑
tation matrix Cb

n .
The IMU data rate is commonly higher than the avail‑

able GNSS data rate. Furthermore, the IMU epochs may 
not coincide with GNSS epochs. Therefore, the specific 
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force measurements need to be interpolated to the GNSS 
epochs. Since IMU observations are typically affected by 
high frequency noise, the specific force measurements 
need to be smoothed using a low-pass filter before the 
interpolation can be applied reasonably.

4.4	 Quantities obtained with GNSS Solutions

The remaining input quantities for equation (2) are eval‑
uated at each GNSS epoch using GNSS positions and 
their first derivatives as computed by equation (6). With 
the scalar Earth rotation rate set to �ie � � � �

7 292115 10
5 1

, s  
(Moritz 1980), the skew-symmetric matrix ��ie

n
ie
n� ��� ����  

of the Earth rotation rate ωωie
n  is given as

��ie
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where ϕ is the geodetic latitude (Groves 2013). [v ×] de‑
notes the skew-symmetric matrix of a vector v. In ad‑
dition to the geodetic latitude, the ellipsoidal height h, 
the radii of curvature Rn, Re, and the GNSS derived ve‑
locity  r  from equation  (6) are needed to express the 
skew-symmetric matrix ��en

n
en
n� ��� ����  of the transport  

rate ωωen
n  as
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Equations for normal gravity  γ n can be found, e. g., in 
Torge and Müller (2012), equations 4.72b, 4.78, 4.79. The 
east component of γ n is exactly zero due to the rotational 
symmetry of the normal gravity field.

4.5	 Gravity Disturbance Determination

Eventually, the aforementioned quantities are combined 
based on equations (2) and (3) to determine the gravity 
disturbance

�� ��g r f rn n n
ie
n

en
n n n� � � �� � � � 2�� �� .	 (9)

The high-frequency sensor noise of both IMU specific 
force measurements and GNSS-derived kinematic vehi‑
cle accelerations can be larger than the wanted gravity  
precision level by several orders of magnitude. Such short 
wavelength noise is commonly attenuated by applying a 

low pass filter to the right side of equation (9), enabling 
the extraction of the longer wavelength gravity signal. 
Common cutoff filter lengths are 100 s or more, depend‑
ing on parameters such as flight altitude, topography and 
aircraft velocity.

5	 Additional Corrections

This section introduces additional corrections, which are 
applied to the resulting gravity disturbance estimates 
as given by equation (9). Depending on the instrument, 
flight and set-up characteristics, these corrections may 
improve the accuracy level significantly.

5.1	 Bias and Drift Determination

Since accelerometer measurements can be subject to sig‑
nificant biases and drifts, a correction based on a linear 
drift approximation is shown in the following. Either, the 
correction is applied to the IMU acceleration data (Glen‑
nie and Schwarz 1999) or to the obtained gravity distur‑
bance. The latter strategy will be presented in this paper.

If ground gravity values at the airports are known 
from terrestrial gravimetry, the vertical gravity biases κi 
before and after the flight can be easily computed with

� � � � �i D i D i D i i ig g g g� � � � �
, , , , , ,

( )
ref ref ref

,	 (10)

with vertical gravity disturbance δgD, i as given by equa‑
tion  (9), ground reference gravity disturbance  δgD, ref, i , 
ground reference gravity gref, i and normal gravity γref, i .

A short distance between the aircraft parking position 
and the ground reference point of tens of meters is usual‑
ly negligible due to the small variation of the gravity dis‑
turbance field. To improve the bias accuracy, δgD should 
be determined as the mean values of all observations 
during the static periods before and after the flight.

Typically, no gravity reference values with sufficient 
accuracy are available for a bias update during the flight. 
Therefore, between the ground readings before and af‑
ter the flight, only the linear fraction of the drift can be 
determined, whereas the non-linear components are in
estimable. For any epoch t during the flight, the bias κ ( t ) 
can be approximated based on the biases κ1, κ2 at the ref‑
erence epochs t1, t2 before and after the flight as

� � � �t t t
t t

� � � �
�
�

�� �
1

1

2 1

2 1
.	 (11)

The bias and trend-free vertical gravity disturbance is 
obtained by subtracting  κ ( t ) from the vertical gravity 
disturbance as given by equation (9). Note that no frame 
transformation is required here as the linear drift removal 
is done in the navigation frame.
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5.2	 Lever Arm between IMU and GNSS Antenna

The positions of the IMU’s center of observations, i. e. the 
body frame origin, and the GNSS antenna phase center 
are different. The lever arm vector l b comprises the coor‑
dinates of the GNSS antenna in the body frame. Assum‑
ing a constant aircraft attitude, the lever arm will not 
affect the gravity estimates given by equation (9), as the 
time derivatives of a constant position offset are zero. 
However, if the attitude varies due to flight maneuvers 
and turbulence, a correction is required.

Note that the lever arm also needs to be taken into 
consideration when computing normal gravity at the 
IMU center of observations, rather than the GNSS anten‑
na position.

The lever arm should be determined precisely in the 
body frame, e. g. by photogrammetric or tachymetric 
measurements, or by incorporating respective states in 
the GNSS/IMU integration model. For each GNSS epoch, 
the lever arm needs to be transformed to the navigation 
frame using the rotation matrix  Cb

n . The position of the 
IMU center of observations r n used in equation (6) is then 
given as the difference of the GNSS antenna position 
r
GNSS

n  and the lever arm  l n expressed in the navigation 
frame:

r r ln n n� �
GNSS

.	 (12)

Note that the lever arm may need to be transformed into 
units of geodetic coordinates to evaluate this equation in 
practice.

5.3	 Thermal IMU Calibration

IMUs commonly show a sensor-temperature dependent 
behavior. In order to avoid such errors, a temperature-
stabilized housing may be used. However, such a hous‑
ing adds more space, weight and power consumption 
and therefore weakens some of the major advantages of 
strapdown gravimetry compared to platform-stabilized 
gravimetry.

Instead of their mitigation, the thermal effects can 
be corrected applying a temperature calibration. Beck‑
er (2016) presented several calibration strategies. Using 
an iMAR RQH IMU (IMAR Navigation 2012), signifi‑
cant improvements could be achieved even with a sim‑
ple warm-up calibration of the vertical accelerometer  
(Becker et  al. 2015b). This approach is applied in this 
work.

To determine the parameters of the warm-up calibra‑
tion, the vertical accelerometer readings and the interior 
sensor temperature have been observed under static 
conditions (Becker et  al. 2015b). Over several consecu‑
tive days, the IMU was turned on at room temperature 
and the sensor readings were logged during the sensor’s 
warm-up period. By averaging over the several runs, a 

correction function for an internal temperature range 
of about 20 °C to 45 °C could be obtained, with a to‑
tal variation of 40 mGal. Applying this correction func‑
tion to airborne data enabled a gravity accuracy level  
of 1 mGal.

Since the error ε IMU, D obtained by the correction func‑
tion is referred to the down axis of the IMU, the correc‑
tion has to be applied to the original sensor readings (be‑
fore their transformation into the n‑frame). The corrected 
acceleration component fD

b
,cor

 is obtained by subtracting 
the error from the uncorrected value fD

b :

f fD
b

D
b

,cor IMU,
� �� D .	 (13)

5.4	 Empirical Heading-Dependent Correction

With the same measurement system, Becker (2016) re‑
ported a heading-dependent error in the vertical com‑
ponent of the gravity estimates. Since the origin of this 
effect has not been identified yet, a purely empiric cor‑
rection is determined, which needs to be applied for each 
GNSS epoch.

The absolute value of the error is maximal on flight 
sections along a meridian; it is zero for motions at con‑
stant latitude. Therefore, the correction model is based 
on the north component  rN  of the aircraft velocity. The 
correction amplitude c is determined empirically by min‑
imizing the crossover differences for a particular cam‑
paign (cf. section 6). The corrected vertical gravity distur‑
bance δgD,cor is obtained by subtracting the error εψ from 
the uncorrected value δgD as follows:

� � � �� �� � � �c r g gN D D ,
,cor

.	 (14)

The correction should be applied to the gravity distur‑
bance estimates as given by equation (9).

The cause for the observed effect is unclear. Since 
the correction depends on velocity with respect to the 
fixed Earth, it is conceivable that the Eötvös correction in 
equation (3) does not completely remove all effects that 
occur due to the coordinate frames moving with respect 
to each other. On the other hand, there might as well 
be an uncorrected instrumental error (Becker 2016) or a 
modeling/approximation error.

The empirical estimates of c among various campaigns 
also suggested a latitude dependency, with c being larger 
at the Equator and decreasing towards the poles.

5.5	 Restriction to Flight Lines

In the following, approximately straight parts of a flight 
trajectory will be called “flight lines” or just “lines”. In 
contrast to some classical platform-stabilized gravime‑
ters, in strapdown airborne gravimetry, the gravity dis‑
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turbance can be determined not just along the flight lines 
but also during maneuvers.

However, the scalar gravity estimation accuracy is 
lower during maneuvers, e. g. during the turns, because 
of horizontal accelerations propagating into the verti‑
cal gravity estimates by means of small attitude errors 
(Becker et al. 2015a). For this reason, we limit our quality 
assessment to flight line data. For a better comparability 
of quality measures among various campaigns/publica‑
tions, it is important to state exactly, which sections of 
the flights were excluded from the quality assessment, if 
any.

6	 Crossover Analysis

In airborne gravimetry, several quality assessment strate‑
gies exist. In the scope of this work, a crossover analysis 
is performed for quality assessment and network adjust‑
ment purposes.

6.1	 Quality Assessment

Expecting gravity disturbance estimates at an accuracy 
level of 1 mGal, temporal changes of the Earth’s gravity 
field are neglected: The impact of tidal and loading ef‑
fects, deformation of the Earth’s crust or varying centrif‑
ugal acceleration due to Earth rotation, precession and 
nutation is well below 1 mGal (Becker 2016).

In general, there are two types of quality assessment: 
An internal assessment is based just on the airborne 
gravimetry estimates, while an external assessment takes 
into account external information, like upward-contin‑
ued ground gravity points. For an internal quality assess‑
ment, two or more redundant and uncorrelated airborne 
measurements are required at (or close to) the same point. 
One strategy is to repeat a particular flight line and de‑
fine equidistant points along that line. In a second strat‑
egy, which is evaluated in this paper, the main survey 
lines are typically orthogonally crossed by control lines.

Note that the gravity field for two repeated traversals 
of a flight line is maximally correlated. Therefore, when 
using longer low pass filter lengths, the agreement will 
necessarily increase, potentially leading to a too optimis‑
tic quality estimate. At a crossover point of orthogonally 
intersecting lines, the along-track gravity field variations 
are uncorrelated, enabling the determination of an op‑
timal along-track filter length (Becker 2016). The more 
control lines are planned, the more crossover points arise 
and the more reliable is a statement on the precision of 
the results.

In airborne gravimetry, the accuracy of the estimated 
gravity is usually determined as the root mean square 
(RMS) of the residuals at all redundant points (e. g. Glen‑
nie and Schwarz 1999, Ayres-Sampaio et al. 2015, Becker 

2016). If the measurement accuracy can be considered 
equal for both line traversals, the standard deviation is 
obtained by dividing the RMS by √2 (e. g. Glennie and 
Schwarz 1999). The resulting value is also called “RMS 
error” (RMSE, e. g. Forsberg and Olesen 2010, Becker 
2016).

6.2	 Crossover Adjustment

In section 5.1, a bias and a linear drift per flight have 
already been removed from the gravity disturbance es‑
timates. The impact of remaining non-linear drifts and 
other long-wavelength errors can be reduced by per‑
forming a crossover adjustment, also known as “cross‑
over leveling”. The assumption that the gravity distur‑
bance is equal at the crossover points of two crossing 
flight lines can be used to determine one bias for each 
line. These line biases can be estimated using a least-
squares adjustment, e. g. a Gauß Markov Model based on 
the assumption that the crossover residuals are equal to 
the difference of the line biases of the two corresponding 
lines, plus additional white noise. To avoid a rank defi‑
ciency in the adjustment, an additional pseudo observa‑
tion is added to anchor the model, e. g. requiring that the 
sum of all biases equals zero.

For any flight line to be included in the adjustment, 
at least two valid crossover points have to be present on 
this line. A crossover point is regarded as valid, if both of 
its adjacent lines have a sufficient number of crossover 
points. If a line with only one crossover point was in‑
cluded in the adjustment, its adjusted crossover residual 
is necessarily zero, leading to overoptimistic statistics.

If the number of crossover points is low, there is a risk 
of over-parametrization leading to less reliable results 
and in general to a too optimistic RMS/RMSE (Becker 
2016). Then, the adjusted line network is susceptible to 
distortion and an adjustment is not always recommend‑
ed. If an adjustment is performed nevertheless, a correc‑
tion factor ρi can be introduced in order to produce more 
realistic overall statistics: The residuals are multiplied 
with a correction factor ρi, which has to be determined 
for every flight line i depending on the line’s particular 
number ni of crossover points. Using the Gamma func‑
tion Γ( x ), correction factors for the crossover residuals 
can be determined with the analytic function (Becker 
2016)

�i i
i

i

i

n n
n

n� � � �
�

��
�
�

�
�
�

�
�
�

�
�
�

1

2

1

2

2

�

�
.	 (15)

The adjusted crossover residuals are multiplied with 
the mean of the correction factors of the two adjacent 
lines, respectively. For ni = 2 (3) points adjacent to a line, 
ρi = 1.25 (1.13). For a large number of crossover points, 
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the correction factor converges to one and becomes 
negligible.

If there are long flight lines with plenty of crossover 
points, a linear drift could be estimated in addition to the 
bias for each flight line (Hwang et al. 2006). In the scope 
of this paper, the adjustment was limited to line biases 
only.

7	 A Case Study

7.1	 Sensors and Data

The measurements have been conducted with an inertial 
measurement unit (IMU) of the type iNAV-RQH-1003 by 
iMAR (Fig. 3). This IMU comprises of a triad of Honey‑
well QA‑2000 accelerometers and a triad of Honeywell 
GG1320A ring laser gyroscopes. For further information 

on the IMU and manufacturer’s data, the reader is referred 
to Becker (2016) and IMAR Navigation (2012). Previous 
research has shown that with this IMU, results consistent 
at the 2‑mGal level in comparison to a stable-platform 
LaCoste and Romberg S‑gravimeter are possible, if a sim‑
ple warm-up calibration of the vertically aligned acce
lerometer is applied as described in section 5.3.

In order to evaluate the direct method presented in 
sections 4 and 5, data of an airborne gravity campaign 
conducted in Malaysia in 2014 are evaluated. The flights 
were undertaken from Kota Kinabalu Airport in Borneo’s 
north. Most of the 12  flights were flown in a north‑
westerly direction above the South China Sea. With a 
line spacing of 10 km for the offshore and 5 km for the 
coastal flights, an area of about 68,000 km2 was covered. 
The flights were performed in auto pilot mode with a 
twin-engine propeller aircraft of the type Beechcraft King 
Air  350. The mean velocity was 88 m/s and the mean 
altitude 1.9 km. The cumulative flight distance is near‑
ly 13,000 km. IMU data is available at a frequency of 
300 Hz, GNSS data with 5 Hz.

In this work, the direct method has been implement‑
ed as follows: First, the commercial software NovAtel 
Waypoint GrafNav 8.60 (NovAtel Inc. 2014a) was used to 
produce GNSS position solutions by Precise Point Posi‑
tioning (PPP). The GNSS/IMU integration was performed 
using NovAtel Waypoint Inertial Explorer 8.60 (NovAtel 
Inc. 2014b) to obtain precise attitude angles. Second, a 
MATLAB software has been developed at the chair of 
Physical and Satellite Geodesy at the Technical Univer‑
sity of Darmstadt, implementing the IMU pre-processing, 
numerical differentiation of the GNSS positions, Eötvös 
correction, low-pass filtering and the corrections as pre‑
sented in section 5. The full set of corrections described 
in the scope of this paper have been applied, including 
the crossover correction factors ρi.

The gravity disturbance estimates are filtered using a 
finite impulse response (FIR) low-pass filter with a filter 
length of 130 s (corresponding to the inverse of the – 6 dB 
cutoff frequency, designed with the window method). The 
selection of the IMU acceleration filter is less critical than 
the gravity disturbance filter. Hence, for efficiency rea‑
sons, an infinite impulse response Butterworth filter (IIR) 
and a filter length of 1.6 s have been designed as IMU ac‑
celeration low-pass filter. For details on these filter types 
see, e. g., von Grünigen (2014). The empirical selection of 
the filter lengths depends on IMU sensor characteristics, 
flight dynamics, etc.

7.2	 Results

The gravity disturbance estimates are shown in Fig. 4. The 
gravity estimates correlate well with features in the sea-
floor topography. About 100 crossover points have been 
identified. Fig. 5 shows the distribution of the crossover 
residuals, arranged per flight line. The absolute values 
of all residuals are smaller than 6 mGal. After crossover 
adjustment, per-line biases are removed from the results 

Fig. 3: iMAR iNAV-RQH-1003 (A) and horizontally stabi-
lized LaCoste and Romberg S‑gravimeter (B)

Fig. 4: Gravity disturbance (down component) [mGal] 
along flight trajectories north-west of Borneo without 
adjustment (Map data: Google, Landsat/Copernicus)
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leading to smaller residuals within ±3 mGal. The adjusted 
residuals are plotted in Fig. 6a, including lines with less 
than two crossover points, which were excluded from the 
adjustment. Fig. 6b shows the estimated line biases and 
their corresponding standard deviations.

The resulting crossover residual standard deviations 
(RMSE) are noted in Tab.  1. The results of the indirect 
method are taken from (Becker 2016). The overall accu‑
racy is on a par for both the non-adjusted (1.3 mGal) and 
adjusted results (0.6 … 0.7 mGal). For an average survey 
flight, the gravity disturbance differences between the 
two methods are shown in Fig. 7.
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Fig. 5: Vertical residuals of the crossover points without adjustment, sorted by flights and flight lines, with mean residu-
als (annuluses)
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Fig. 6: a) Vertical residuals of the adjusted crossover points by flights and flight lines, with mean residuals (circles); 
b) Estimated vertical biases of the flight lines with their estimated standard deviations

Tab. 1: RMSE of crossover residuals of the vertical grav-
ity disturbance component (in mGal); correction factors 
(cf. equation (15)) were applied to the adjusted results; 
right column: RMSE of the differences between the direct 
and the indirect methods, for the non-adjusted gravity 
estimates

Method
Not  

adjusted Adjusted
Difference 

direct/indirect

Direct 1.26 0.62
0.82

Indirect 1.30 0.68
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In consideration of the flight velocity and the cut-off 
filter length, the spatial resolution of the direct method is 
about 6 km (half wavelength). Using the indirect method, 
there is no explicit spatial or temporal gravity resolution 
parameter since the Kalman filter operates as a low-pass 
filter. Instead, the campaign-wide settings for the sto‑
chastic process parameters describing the along-flight 
gravity variations were tuned to minimize the crossover 
residuals. The resulting spatial resolution of approxi‑

mately 130 s full wavelength (6 km half-wavelength) is 
similar as for the direct method.

In general, when comparing overall statistics among 
different campaigns or scientific publications, the flight 
conditions, terrain properties, the processing approach 
and parameters have to be taken into account.

All accuracy values mentioned above are based on the 
same measurements. In order to get a measure for the 
external accuracy, Becker (2016) compared the results of 
the indirect method to the GGM05C global gravity model 
(Ries et  al. 2016). The mean difference is smaller than 
1.2 mGal if the simple thermal correction is applied to 
the vertical accelerometer. For this comparison, a quasi-
regular grid of comparison points was used, with a grid 
spacing of about 20 km.

Due to the greater impact of attitude errors on the 
horizontal gravity components (Becker et al. 2015a), only 
the adjusted data allow meaningful results for these com‑
ponents. First results are illustrated in Fig. 8 and Fig. 9. 
For both components, an RMSE of about 8 mGal is ob‑
tained, which corresponds to 1.7 arc seconds if expressed 
as deflections of the vertical. A detailed examination of 
these deflections is subject to further research.

8	 Conclusions and Outlook

In this paper, an algorithm for the direct evaluation 
method of airborne strapdown gravimetry has been pre‑
sented and the results have been compared to results ob‑
tained with the indirect method using the same data set. 
An accuracy of 1 to 2 mGal has been obtained at flight 
altitude even without crossover adjustment if a simple 
thermal correction is applied to the vertical accelerome‑
ter readings. Based on the crossover residuals, a standard 
deviation of 1.26 mGal has been reached, being compa‑
rable to the indirect method (1.3 mGal) on the same data 
set. After a crossover adjustment was applied, a stand‑
ard deviation of 0.62 mGal was obtained for the direct 
method being slightly better than the indirect method 
with 0.68 mGal. The spatial resolution is about 6 km 
(half-wavelength).

It is just noted here, that also for a similar gravime‑
try campaign, carried out in Mozambique and Malawi in 
2015 (Becker et al. 2016), both methods produced equal 
accuracy levels. The two methods might be further com‑
pared investigating high-turbulence scenarios or cam‑
paigns without autopilot usage.

The attitude determination with a commercial soft‑
ware facilitates the implementation of the direct method, 
but details on the attitude determination are hidden in 
a “black box”. Nevertheless, since the implementation 
of the direct method is more straightforward than the 
set-up of the Kalman filter based indirect method, the 
direct method has been shown to be a useful alternative, 
avoiding the delicate Kalman filter tuning of the indirect 
method.

Fig. 8: Gravity disturbance (north component) [mGal] af-
ter adjustment (Map data: Google, Landsat/Copernicus)

Fig. 9: Gravity disturbance (east component) [mGal] after 
adjustment (Map data: Google, Landsat/Copernicus)
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Fig. 7: Flight number 241: Vertical difference between the 
direct and the indirect method (only showing survey lines)
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There are possible improvements to the direct proce‑
dure as described in this paper: For example, the param‑
eters of the GNSS/IMU integration might be optimized. 
Further, the gravity disturbance low-pass filter might be 
optimized in order to avoid boundary effects at the edges 
of the flight lines.
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