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Summary

A large part of geodetic sensor systems use electromagnetic radiation to determine the measurement values (distances, directions, etc.). The geometry of the path of propagation and the velocity of the electromagnetic wave is strongly influenced by the physical state of the atmosphere. As most geodetic measurements are performed in the lower atmosphere, the study of refraction and of corresponding impact constitutes a key research field. In geodesy, the refractive index represents a common way to describe the terrestrial refraction – the literature refers to different methods for determining this value. Our study presents a method for the determination of the influence of refraction on the basis of optical measurements. The mathematical derivation is based on well-known equations – the combination of different approaches leads to a uniform processing sequence which can easily be implemented. We present the theoretical foundations, details about the implementation and some preliminary tests.

Zusammenfassung


Keywords: Atmospheric Refraction, Optical Turbulence, Image-Assisted Total Station

1 Introduction

The effect of atmospheric refraction presents a fundamental limitation of the accuracy and precision of geodetic measurement methods using electromagnetic radiation. Due to the increasing precision of modern geodetic instruments, considering the influence of refraction is indispensable. In geodesy, the coefficient of refraction $k$ (the ratio of the Earth’s radius and the radius of the line of sight) was used in the past to quantify terrestrial refraction. The study of the effect of atmospheric refraction in geodesy is commonly reduced to the determination of the vertical temperature gradient $\frac{dT}{dz}$, since $k$ and $\frac{dT}{dz}$ are directly connected.

The vertical temperature gradient, which represents a key descriptive value for the ground-level domain, is influenced by daily variations. As a consequence, the commonly used Gaussian coefficient of refraction of $k = 0.13$ is not representative for the lower atmosphere (surface layer to a height of about 30 m) – from various examinations (Bahnert 1972, Brocks 1939, Eschelbach 2009, Flach 2000, Hirt et al. 2010, Weiss 2002, Wunderlich 1985) typical values between $-4$ and $+16$ have been investigated.

In geodesy, basing on the ideas of Brunner (1979), several refraction determination methods can be formulated – in the context of refraction-free or refraction-indicated direction measurements, Ingensand (1990) has listed three different approaches: (a) measurement of the dispersion angle, (b) measurement of the temperature gradient, and (c) measurement of turbulence parameters. The measurement of the dispersion angle (method a) is a dual-wavelength method, which follows the principle of wavelength-dependent deviation of light (dispersion effect). Emitting and capturing a dual-wavelength laser by a dispersometer makes it possible to calculate the angular difference between the two arriving waves (dispersion angle), which is approximately proportional to the refraction angle. The acquisition of temperatures or temperature gradients (method b) can be done directly via suitable sensor systems (e.g. temperature gradient measurement system). The disadvantage of this method is the problem of the representativeness of single temperature (gradient) measurements along the path of light (Hennes et al. 1999, Ingensand 2008). The study at hand is based on the measurement/derivation of “turbulence parameters” and the subsequent calculation of the vertical temperature gradient (method c). Several studies have worked out theoretical foundations and implementations of atmospheric turbulence analysis for detecting the influences of refraction, e.g. Brunner (1979), Hennes (1995), Casott (1999), Flach (2000), Eschelbach (2009).

The main goal of the study at hand is to adapt the existing concepts and mathematical derivation. We have formulated an unified process starting with data capturing and ending with the vertical temperature gradient.
Furthermore, the procedure has been validated by practical field experiments (we use a prototype of an image-assisted total station in combination with appropriated image processing techniques).

This paper presents the mathematical foundations (Section 2), describes the measurement system used (Section 3), and presents experimental results and an evaluation of the system and algorithms (Section 4). An outlook (Section 5) concludes the study.

2 Modeling Refraction Influence Using Optical Turbulence

The refractive index $n$ can be described as a random variable affected by the turbulence of the atmosphere (Brunner 1979) and can be divided into a stochastic part and a quasi-static mean part ($n = \bar{n} + n'$) – the same can be applied to the gradient. Using geodetic instrumentation or a scintillometer, the determination of the quasi-static part of the refractive index gradient is possible (Eschelbach 2009).

The Optical Turbulence Transfer Model uses two parameters (turbulence structure parameter $C_n^2$ and the inner scale $l_0$) for modeling the energy of turbulence. Based on the fact that an electromagnetic wave is influenced by the turbulence of the atmosphere, these parameters can be determined by the instruments mentioned above. Furthermore, the vertical temperature gradient and subsequently the local coefficient of refraction $\chi$ (representing the coefficient of refraction of a particular point) can be calculated by these quantities (Monin-Obukhov Similarity Theory [MOST] (Monin & Obukhov 1954)).

The local coefficient of refraction $\chi$ is only dependent slightly on air pressure $p$ and air temperature $T$ and can be calculated by (Bahnert 1972)

$$\chi = 503 \frac{p}{T^2} \left(0.0343 + \frac{dT}{dz}\right).$$  (1)

The following equations were originally developed by Obukhov (1946), Monin & Obukhov (1954), Brunner (1979), Thiermann (1992), Flach (2000), Eschelbach (2009) – the listing combines these approaches, resulting in a consistent processing sequence. A list of all values including units can be found in Appendix 2.

The calculation starts with the variance $\sigma_\theta^2$ of the angle-of-arrival, which is given by (Flach 2000)

$$\sigma_\theta^2 = \frac{\sigma_y^2 \cdot p_x^2}{f^2},$$  (2)

where $\sigma_y^2$ is the variance of the vertical fluctuation of a feature (measured by image processing methods – see Section 3.2), $p_x$ the pixel size, and $f$ the focal length. It follows the turbulence structure parameter $C_n^2$ by (Brunner 1979)

$$C_n^2 = \frac{\sigma_\theta^2}{1.09 \cdot \frac{1}{R}},$$  (3)

where $a$ is the aperture of the measurement system and $R$ the distance to the object/target (path length). For the calculation of the inner scale $l_0$ we can use (Flach 2000)

$$l_0 = \sqrt{\frac{\lambda \cdot R}{y_c}},$$  (4)

where $\lambda$ is the optical wave length (e.g. $670 \cdot 10^{-9} m$), and $y_c$ an auxiliary variable, which can be derived by (Flach 2000)

$$y_c = -2.692 - 140.5x_c + 31.86x_c^\frac{1}{2} + 377.8x_c^\frac{3}{2} - 0.317ln(x_c).$$  (5)

The second auxiliary variable $x_c$ is given by (Flach 2000)

$$x_c = \frac{\sigma^2}{C_n^2} \cdot 10^{-12},$$  (6)

where $\sigma^2$ is the logarithmic-amplitude variance, which can be derived by (Thiermann 1992)

$$\sigma^2 = \frac{1}{4} \cdot \ln \left(\frac{\sigma_y^2}{\lambda} + 1\right).$$  (7)

The auxiliary variables have been introduced by Flach (2000) reducing the calculation of the relation between the (measured) logarithmic-amplitude variance and the inner scale to an efficient way. The original equations can be found in Lawrence & Strohlehn (1979).

$\frac{\sigma_y^2}{\lambda}$ represents the normalised intensity fluctuations which can be measured by image processing. As mentioned above, $p$, $f$ and $a$ are parameters given by the sensor used (see Section 3), $\lambda$ and $R$ depend on the setup.

On the basis of these formulas we can derive the vertical temperature gradient, beginning with the calculation of the dissipation rate of kinetic energy $\varepsilon$ (Thiermann 1992)

$$\varepsilon = \left(\frac{7.4}{l_0}\right)^4 \cdot v_{kin}^3,$$  (8)

where $v_{kin}$ is the kinematic viscosity of air $(15.6 \cdot 10^{-6} m^2/s)$ for a temperature of 293.15 K and an air pressure of 1000 hPa). Subsequently, the structural parameter of temperature $C_\gamma^2$ can be calculated by (Thiermann 1992)

$$C_\gamma^2 = \left(\frac{T^2}{A_\lambda \cdot p}\right)^2 \cdot C_n^2,$$  (9)

where $A_\lambda$ is a parameter which has to be chosen depending on the optical wave length $\lambda$ (e.g. $A_\lambda = 7.8 \cdot 10^{-5} \frac{k}{nPa}$).
for \( \lambda = 670 \cdot 10^{-9} \text{m to } 940 \cdot 10^{-9} \text{m} \), \( T \) the mean air temperature, and \( P \) the mean air pressure.

For the following calculation we assume that the dynamic atmospheric stratification is unstable. The friction velocity \( u_* \) can be derived by (Monin & Obukhov 1954, Eschelbach 2009)

\[
u_* = \left( \frac{\varepsilon k z}{(1 - 3\zeta)^{-1} - \zeta} \right)^{\frac{1}{2}}, \tag{10}\]

where \( k \) is the dimensionless von Kármán constant, describing the logarithmic velocity profile of the turbulent flow (typically the value 0.41 is used), \( z \) the height of the optical propagation path, and \( \zeta \) a dimensionless stability parameter, which itself can be calculated by (Monin & Obukhov 1954)

\[
\zeta = \frac{z}{L}. \tag{11}\]

\( \zeta \) can be used for the classification of the dynamic atmospheric stratification (e.g. \( \zeta < 0 \) means that the dynamic atmospheric stratification is unstable).

The stability of the surface layer can be described by the Obukhov length \( L \) (Obukhov 1946)

\[
L = \frac{\overline{\partial u_*^2}}{k_\theta T_*}, \tag{12}\]

where the temperature scale factor \( T_* \) is defined by (Monin & Obukhov 1954, Eschelbach 2009)

\[
T_* = \left( \frac{C_n^2(k_\theta z)^{\frac{3}{2}}}{\phi_{CT}} \right)^{\frac{1}{2}}, \tag{13}\]

with the universal function of the structural parameter of temperature \( \phi_{CT} \) defined by (Thiermann 1992)

\[
\phi_{CT} = 4\beta_1(1 - 7\zeta + 75\zeta^2)^{-\frac{1}{2}}. \tag{14}\]

\( \beta_1 \) is the Obukhov-Corsin constant (= 0.86). In Eq. 12, \( \overline{\partial} \) represents the mean potential temperature, which can be calculated by (Stull 1988)

\[
\overline{\partial} = T \left( \frac{1000}{P} \right)^{0.286}. \tag{15}\]

The calculation of Eq. 10, 11, 12, 13 has to be done iteratively, starting with \( \zeta = 0 \). Subsequently, the vertical temperature gradient \( \frac{dT}{dz} \) can be derived by (Webb 1984)

\[
\frac{dT}{dz} = -\frac{T_*\phi_T}{k_\theta}, \tag{16}\]

where

\[
\phi_T = 0.74(1 - 9\zeta)^{-\frac{1}{2}}. \tag{17}\]

Deusen (2000) has shown that the vertical temperature gradient mainly depends on the turbulence structure parameter \( C_n^2 \). Periods with low turbulence \( (C_n^2 \text{ between } 10^{-16} \text{ and } 10^{-14} \text{m}^{-2}) \) result in a vertical temperature gradient lower than \( 0.1 \frac{K}{m} \), periods with medium turbulence \( (C_n^2 \text{ between } 10^{-14} \text{ and } 10^{-13} \text{m}^{-2}) \) yield a gradient of \( 0.2 \frac{K}{m} \), and for periods with strong turbulence \( (C_n^2 > 10^{-13}) \) values up to \( 0.5 \frac{K}{m} \) are possible. During strong turbulence a halving of \( l_0 \) from 6 mm to 3 mm leads to an increase of the vertical temperature gradient of \( 0.11 \frac{K}{m} \).

One of the main problems calculating the vertical temperature gradient by using the Monin-Obukhov Similarity Theory is that the derivation shown above is valid only in the homogeneous surface layer. They assume that the flow is steady-state, horizontal and homogeneous, and in equilibrium with the underlying surface.

Eschelbach (2009) has formulated an alternative approach, taking into account that geodetic measurements are almost always carried out on non-homogeneous terrain. \( \phi_{CT} \) (given in Eq. 14) can be replaced by

\[
\phi_{CT} = 4\beta_1\phi_H(\phi_M - \zeta)^{-\frac{1}{2}}, \tag{18}\]

where the universal functions \( \phi_M \) and \( \phi_H \) are given by (Eschelbach 2009)

\[
\phi_M = (1 - 3\zeta)^{-1} \quad \text{and} \quad \phi_H = 0.95(1 - 11.6\zeta)^{-\frac{1}{2}}. \tag{19}\]

The literature (Businger et al. 1971, Thiermann 1992, Weiss 2002, Eschelbach 2009) refers to different equations for calculating \( \phi_M \) and \( \phi_H \). The selection can be made on the basis of the type of stability parameters of stratification (analysing the value of \( \zeta \)). Eq. 19 was originally formulated by Businger et al. (1971) and is valid for \( \zeta < 0 \).

On the basis of \( \phi_{CT} \) from Eq. 18 new values for \( u_* \), \( \zeta \), \( T_* \), \( L \), and subsequently a vertical temperature gradient can be calculated, which applies to non-homogeneous terrain with low wind speed.

### 3 Measurement and Analysis System

The study at hand uses an image-based measurement system combined with appropriate processing algorithms to derive the turbulence structure parameters, the inner scale, and subsequently the vertical temperature gradient. To evaluate the derived results we used a displaced-beam scintillometer as a reference system. In the following section we will provide some basic information about sensor systems and processing algorithms.

#### 3.1 Sensor Systems

**Displaced-Beam Scintillometer**

Displaced-beam scintillometers determine the structural parameter of optical turbulence using a laser beam. The
work at hand is based on the Scintec SLS20 scintillometer (Fig. 1a), which is able to derive both turbulence structure parameter $C_2$ and inner scale $l_0$ (Thiermann 1992). Furthermore, the system is able to derive the sensible heat flux, the momentum flux, and the Obukhov length ($L$). The SLS20 emits two laser beams (parallel, differently polarised) with a known separation ($d$). After having penetrated the atmosphere (over a path of 50 to 250 m) the two laser beams are identified by their polarisation in the receiver. The emitted beams are influenced by the random fluctuation of refractivity in the atmosphere, resulting in fluctuation of the intensity of the received signal. The variance and covariance of these intensity values are used to derive $C_2$ and $l_0$.

The SLS20 works with an optical wavelength of 670 nm, and a beam divergence of $3 \times 8$ mrad. To capture data sets, the length of the main data period (MDP) and the length of the diagnosis data period (DDP) have to be specified. It is important to know that MDP must be long enough to achieve a statistically significant sample. However, an excessively long period leads to data loss in the case of an error – a typical value is 6 seconds. MDP is the averaging time for taking data and should ideally be a multiple of DDP (a commonly used value is 60 seconds). A detailed description of the SLS20 can be found in Thiermann (1992) and Flach (2000).

**Image-Assisted Total Station (IATS)**

Image-assisted total stations offer the user an image capturing system (CCD/CMOS camera) in addition to 3D point measurements. Several developments and applications of IATS have been published, e.g. Reiterer (2004), Walser (2004), Vicovac (2008), Wasmeier (2009).

The study at hand uses an IATS (Fig. 1b), which is based on a Leica Geosystem 1200 total station with a colour CMOS camera ($\frac{1}{2}$ inch, 2560 x 1920 pixel, with a pixel size ($p_x$) of 2.2 x 2.2 µm) in the optical path. The focal length ($f$) is 228.5 mm, resulting in a field-of-view of $1.56 \times 1.17$ gon. One pixel on the image sensor corresponds to an angular value of 0.61 mgon. The objective lens aperture ($a$) is 40 mm. A detailed description of the IATS used can be found in Wasmeier (2009) and Reiterer & Wagner (2012).

General information about the necessary precision of vertical fluctuation of a feature and the intensity fluctuation to obtain the vertical temperature gradient and the local coefficient of refraction with a certain uncertainty can hardly be achieved. Flach (2000) has estimated the preconditions to measure the refraction influences by optical turbulence by

$$\sigma_{C_2}^2 = \frac{a^2}{1.09 R} \sigma_{d}^2. \quad (20)$$

Adapting this estimation for our measurement system leads to a standard deviation for the angle-of-arrival $\sigma_{d}$ of $7.7 \times 10^{-12}$ rad$^2$.

A second important criterion for the calculation of the turbulence structure parameter and the inner scale is the frame rate of the image capturing process. Casott (1999) has formulated a minimal capturing frequency of 150 Hz – lower frequencies result in an insufficient capturing of the (vertical and intensity) fluctuations and therefore in an imprecise determination of the vertical temperature gradient.

The maximum frame rate (MFR) in our system depends on the selected resolution of the image. By adapting the image size, MFR can be increased, e.g. capturing full-frame images results in an MFR of 5 Hz, whereas an image size of 144 x 144 pixel leads to an MFR of 200 Hz.

**3.2 Analysis System**

**Scintillation-Based Measurement Method**

For analysing measurements from displaced-beam scintillometers the same principles as described in Section 2 can be applied. The scintillation-based measurement method is based on the comparison of the scintillation of two laser beams measured over two close, parallel propagation paths. The fluctuation of the intensity of the beams is measured at the receiver. The correlation of the logarithmic-amplitude $r_x$ can be derived by (Thiermann 1992)

$$r_x = \frac{B_{12}}{\sigma_{d}^2} = f(l_0, a, d, R), \quad (21)$$

where $a$ is the aperture of the scintillometer (receiver), $d$ the beam separation, and $R$ the length of the path. The covariance of logarithmic-amplitude of the two laser beams $B_{12}$ is given by

$$B_{12} = 4\pi^2 K^2 \int_{0}^{R} \int_{0}^{\infty} k \Phi_n(k, l_0, C_2^2)j_0(kd) \sin^2 \left[ \frac{k^2 x(R - r)}{2kR} \right] \left[ \frac{(4j_l^2)}{\pi R^2} \right] dkdr. \quad (22)$$
$k$ is the wave number of radiation, $K$ the wave number of the scintillometer ($K = \frac{2\pi n}{\lambda}$), $\Phi_n$ the decay of refractive index fluctuation in dissipation sub-range, $r$ a coordinate along the propagation path, and $l_0$ and $l_1$ Bessel functions. Eq. 21 is a function of $C_n^2$, $C_r^2$ and the known instrument values; a resolution for $C_n^2$ is easily possible using the intensity variance of only one simple path. A detailed description of the mathematical derivation can be found in Thiermann (1992) and Weiss (2002).

**Image-Based Measurement Method**

Traditional total stations are based on point-oriented measurement techniques: signalized or natural targets are measured to reconstruct, monitor or track an object. Using an IATSM the procedure of measurement can be extended by automated methods for recognizing features on objects. Reiterer et al. (2012) have implemented and evaluated three different approaches for capturing objects: an edge-based, template-based, and point-based method. The study has shown that the edge-based method is the most precise – the combination of IATSM and edge detection is able to measure objects with a standard deviation of 0.04 pixel, which corresponds to 0.024 mgon (with an uncertainty of ±0.04 · σ).

The work at hand uses the edge detection algorithm as described by Reiterer et al. (2012). Edge extraction is performed to a region-of-interest (ROI) which contains the horizontal structure of the target. This pre-selection has the main advantage that the relevant edges can be easily selected, and that a reduced domain is an efficient way to speed up the process. As result we get the vertical sub-pixel coordinates of the extracted edge. Capturing more than one image enables us to calculate the variance of the vertical fluctuation of an edge (feature) over time.

In addition to the vertical variation of a feature, the fluctuation of the intensity of the signal also has to be measured. Deussen (2000) and Flach (2000) have used a Wiener Filter (normally used for noise filtering and de-blurring) to derive $\frac{\sigma^2}{I^2}$. A disadvantage of this approach is the huge number of calculations necessary – given that we have about 9,000 images per analysis period and assuming that this procedure has to be real-time capable, the Wiener Filter is not a suitable algorithm (on up-to-date hardware the processing of one data period requires about 80 seconds). Therefore, the study at hand uses the estimation of the spectrum of noise to determine the intensity fluctuations (Buckley 1994). In a first step, the signal is processed by a thin-plate smoothing spline.

**Fig. 2:** Overview of the processing sequence for determining the vertical temperature gradient $\frac{dT}{dz}$ and the local coefficient of refraction $\chi$. 
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4 Experiments: Measurements and Results

In order to validate the measurement and processing sequence, several field tests have been carried out. The experiments were realized in October 2011 on a grassy field at the Max-Kneissl-Institute (Chair of Geodesy, Technische Universität München) near Munich. The measurement area is approximately flat and enclosed by trees (see Fig. 3). The measurement set-up consists of an IATS, a scintillometer, and a temperature sensor (PT 100). The line of sight of both instruments runs horizontally over a distance of 75 m (path length, R). The temperature sensor was placed in the middle of the path at a height of 1.1 m (height of the line of sight, z). As target a sheet consisting of horizontal bars was used – one of these bars served for edge detection.

During the first day of measurement (which is shown in the following) the weather was sunny (clear) with temperature values between 16°C and 21°C and a mean air pressure of 955 hPa. The total measurement period lasted 8 hours. Images were captured with 150 Hz, which results in 9,000 images for a data period of 1 minute. The measurements were repeated every 10 minutes, which yielded 43 measurement periods. The value for the main data period of the scintillometer was set to 1 minute to have comparable results.

The captured images have been used for edge detection and subsequent calculation of the variance of the vertical fluctuation (σ²) – the first image (one horizontal bar) of each series has been defined as a reference. Additionally, the normalised intensity fluctuations (σ²/σ²m) were derived as described above. During image capturing, problems arose due to animals (flies, gnats, etc.) crossing the line of sight. These ‘disturbing objects’ led to a failure of edge detection – corresponding images were therefore excluded from processing by manual selection.

Fig. 4a and 5a show C_n² and l_0 calculated from IATS measurements and measured by the scintillometer. To have a benchmark for the similarity of the reference and the derived values the corresponding correlations are shown in Fig. 4b and 5b.

The turbulence structure parameter C_n² increases during the first hours of the measurement, peaking a maximum at 11:20. The correlation between scintillometer measurements and derived values from IATS is 0.95 – this result is comparable to the study of Flach (2000). The correlation in the first three hours can be described as excellent. Between 12:30 and 14:00 there were slightly higher deviations, which can be explained by the different positions of the two systems and the varying cast shadow coming from trees. From 14:00 onwards the two curves drift further apart – the value which was derived by IATS measurements exhibits considerably higher peaks than the scintillometer measurements. The deviations do not exceed a maximum of 0.27 · 10^-13 m^-2/3.

Analysing the inner scale l_0 (Fig. 5a) shows that the highest values were reached in the morning (at 8:30 a value of 7.9 mm), decreasing down to 4.5 mm in the afternoon. It is also clearly visible, that the correlation between scintillometer measurements and derived values from IATS is lower than for C_n² (r_corr = 0.72). Note at 10:30 the sudden fall of l_0 by 2 mm. This can be explained by the change of the wind characteristics – in our case by an increase of wind speed. From 10:30 to 14:00 there is a strong correlation between the two measurement series, while from 14:00 there is a stronger divergence (the scintillometer gives values which are up to 1 mm higher for l_0) – explainable by varying cast shadows (see above).

Due to the fact that our study does not use any information or measurement concerning wind speed, the influence factors were not considered. Typically, high values for l_0 can be found in time periods where the wind speed is low which we expect.

The vertical temperature gradient show that (for our measurement data) the differences between the values derived by the MOST and the extended MOST (Eq. 18 and 19) are negligible (Δmax = 0.008 K). Therefore, we will discuss the result of the traditional MOST only.
Fig. 4: a) Time series of the turbulence structure parameter $C_n^2$, and b) corresponding correlations (6.10.2011)

Fig. 5: a) Time series of the inner scale $l_0$, and b) corresponding correlations (6.10.2011)

Fig. 6: a) Temperature gradient derived from IATS and scintillometer measurements, and b) corresponding correlations (6.10.2011)
The vertical temperature gradient derived from measurements of IATS and scintillometer amounts to a correlation \( r_{corr} \) of 0.85 – the result is shown in Fig. 6. Between 8:30 and 14:00 the two gradients fit very well \( (r_{corr} = 0.93) \), followed by a period with differences up to 0.06 \( \frac{\text{K}}{\text{m}} \). Note that \( \frac{dT}{dz} \) is derived on the basis of \( C_n^2 \) and \( l_0 \), and both values differ considerably from the reference after 14:00 (cp. Fig. 4 and 5).

It is clearly visible that the influence of \( l_0 \) is considerable smaller than that of \( C_n^2 \). Periods, in which the \( C_n^2 \) derived from IATS measurements clearly differs from the scintillometer measurements, lead directly to larger deviations of the two measurement series (cp. data set at 15:00), whereas a large difference of the two derived \( l_0 \) values has only a minor influence on the vertical temperature gradient (cp. data set at 10:00). Deussen (2000) has shown that for \( \frac{dT}{dz} \) between \(-0.02 \frac{\text{K}}{\text{m}} \) and \(-0.50 \frac{\text{K}}{\text{m}} \), the influence of \( l_0 \) on the vertical temperature gradient reaches a maximum of 20%.

Note that a second data set (temperature values between 1°C and 13°C and a mean air pressure of 952 hPa) including the derived vertical temperature gradient is shown in Appendix 1. The data show the same characteristics as the example above – \( C_n^2 \) can be modeled relatively well \( (r_{corr} = 0.91) \), whereas \( l_0 \) can be reproduced with a decreased correlation \( (r_{corr} = 0.65) \).

It can be summarized that IATS measurements and the presented procedure can be used to model the turbulence structure parameter \( C_n^2 \) with a very high level of precision (in relation to a reference determined by a scintillometer) \( (r_{corr} > 0.90) \). The inner scale \( l_0 \), which is particularly influenced by the wind-speed and the wind-direction, can be modeled with a correlation of around 0.70. Recording wind characteristics (as proposed by e. g. Eschelbach 2009) appears to be indispensable for reliable modelling of \( l_0 \) and thus for a reliable derivation of \( \frac{dT}{dz} \) from optical turbulences. Measuring the wind characteristics becomes particularly important for periods with low wind speed \(< 0.3 \text{ m/s} – \text{see Deussen 2000} \). Special attention performing practical test with both IATS and scintillometer should be be given on identical/comparable environment characteristics (line of sight, cast shadows, wind characteristics, etc.).

5 Conclusions and Outlook

This paper proves that the determination of the influence of the refraction on the basis of IATS measurements is possible. Experiments confirm the approach developed by Brunner (1979), Flach (2000), Eschelbach (2009). The presented modeling is restricted to horizontal and homogeneous surfaces – future research work will focus on the development of new methods which permit the extension of the practical case (e. g. longer path length, inclined terrain situations) – an adaptation of the profile functions used will be necessary (Eq. 14, 18, 19). Furthermore, equipment has to be extended by a vertical temperature gradient measurement system and an anemometer (for measuring wind speed and direction). Nevertheless, the algorithms and methods presented here will be evaluated based on a large number of experiments, and under various conditions.

However, geodetic applications like object monitoring are mostly based on the measurement of points. Reiterer & Wagner (2012) have introduced and evaluated a point-based measurement method which could be used for detecting the variance of the vertical fluctuation (e. g. for predefined structures or features). Theoretically, the precision of the detection methods should be adequate for deriving the necessary parameter – further tests will reveal the practicability and feasibility of this approach. The advantage would be that the calculation of the variance of the vertical fluctuation should be possible on the basis of natural structures without using an artificial target.
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Appendix 1

Fig. 7: a) Time series of the turbulence structure parameter $C_n^2$, and b) corresponding correlations (24.10.2011)

Fig. 8: a) Time series of the inner scale $l_0$, and b) corresponding correlations (24.10.2011)

Fig. 9: a) Temperature gradient derived from IATS and scintillometer measurements, and b) corresponding correlations (24.10.2011)
### Appendix 2

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{x}^2$</td>
<td>variance of the angle-of-arrival</td>
<td>$[\text{rad}]$</td>
</tr>
<tr>
<td>$\sigma_{y}^2$</td>
<td>variance of the vertical fluctuation</td>
<td>$[\text{pixel}^2]$</td>
</tr>
<tr>
<td>$p_x$</td>
<td>pixel size</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$f$</td>
<td>focal length</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$C_n^2$</td>
<td>turbulence structure parameter</td>
<td>$[\text{m}^{-3/2}]$</td>
</tr>
<tr>
<td>$a$</td>
<td>aperture</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$R$</td>
<td>distance to the object/target (length of path)</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$l_0$</td>
<td>inner scale</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>optical wave length</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$x_c$, $y_c$</td>
<td>auxiliary variables</td>
<td>[]</td>
</tr>
<tr>
<td>$\sigma_{x}^2$</td>
<td>logarithmic-amplitude variance</td>
<td>[]</td>
</tr>
<tr>
<td>$\sigma_{y}^2$</td>
<td>normalized intensity fluctuation</td>
<td>[]</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>dissipation rate of kinetic energy</td>
<td>$[\text{m}^2\text{s}^{-3}]$</td>
</tr>
<tr>
<td>$\nu_{\text{kin}}$</td>
<td>viscosity of air</td>
<td>$[\text{m}^2\text{s}^{-1}]$</td>
</tr>
<tr>
<td>$C_T^2$</td>
<td>structure parameter of temperature</td>
<td>$[\text{K}^2\text{m}^{-3}]$</td>
</tr>
<tr>
<td>$T$, $T_{\text{me}}$</td>
<td>(mean) air temperature</td>
<td>$[\text{K}]$</td>
</tr>
<tr>
<td>$A_{\lambda}$</td>
<td>parameter depending on the optical wave length</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$p$, $\rho$</td>
<td>(mean) air pressure</td>
<td>$[\text{hPa}]$</td>
</tr>
<tr>
<td>$u_*$</td>
<td>friction velocity</td>
<td>[]</td>
</tr>
<tr>
<td>$k$</td>
<td>von Kármán constant</td>
<td>[]</td>
</tr>
<tr>
<td>$z$</td>
<td>high of the optical propagation path</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>stability parameter</td>
<td>[]</td>
</tr>
<tr>
<td>$L$</td>
<td>Obukhov length</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$\theta$, $\vartheta$</td>
<td>(mean) potential temperature</td>
<td>$[\text{K}]$</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitation constant</td>
<td>$[\text{m}^2\text{s}^{-2}]$</td>
</tr>
<tr>
<td>$T_*$</td>
<td>temperature scale factor</td>
<td>[]</td>
</tr>
<tr>
<td>$\phi_{CT}$</td>
<td>structural parameter of temperature</td>
<td>[]</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>Obukhov-Corrin constant</td>
<td>[]</td>
</tr>
<tr>
<td>$d_T/dz$</td>
<td>vertical temperature gradient</td>
<td>$[\text{K} \text{m}^{-1}]$</td>
</tr>
<tr>
<td>$\phi_T$</td>
<td>profile function</td>
<td>[]</td>
</tr>
<tr>
<td>$\phi_{H}$, $\phi_M$</td>
<td>universal functions</td>
<td>[]</td>
</tr>
<tr>
<td>$\chi$</td>
<td>coefficient of refraction of a specific point</td>
<td>[]</td>
</tr>
<tr>
<td>$r_X$</td>
<td>correlation of the logarithmic-amplitude</td>
<td>[]</td>
</tr>
<tr>
<td>$B_{12}$</td>
<td>covariance of the logarithmic-amplitude</td>
<td>[]</td>
</tr>
<tr>
<td>$d$</td>
<td>beam separation</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$k$</td>
<td>wave number of radiation</td>
<td>[]</td>
</tr>
<tr>
<td>$K$</td>
<td>wave number of the scintillometer</td>
<td>[]</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>decay of refractive index fluctuation in dissipation sub-range</td>
<td>[]</td>
</tr>
<tr>
<td>$r$</td>
<td>coordinate along the propagation path</td>
<td>$[\text{m}]$</td>
</tr>
<tr>
<td>$j_0$, $j_1$</td>
<td>Bessel functions</td>
<td>[]</td>
</tr>
</tbody>
</table>

---
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