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Abstract
There are two populations of observations that have the same variance and are independent. Assume that one population includes outliers, whereas the other one does not. For testing the equality of the variances of two populations, the F-test is used. To measure the reliability of a test, the minimum mean success rate (minimum MSR) was introduced. The minimum MSRs of the F-test in the Gauss–Markov models are small when outliers are small. To increase the MSRs of the F-test, we propose a new F-test where the weights of all the observations in one sample with outliers are multiplied by a certain positive number k, such as 1.75. This new F-test was tested on a linear regression by a simulation. A thousand samples were generated by means of normally distributed random errors. Random and influential outliers are considered in the tail regions and in the whole region of a sample. These outliers are randomly generated 500 times for each sample. Using the new F-test, the minimum MSRs of the F-test are increased on the average by 24% for a simple regression and by 37% for a multiple regression using a significance level of \( \alpha = 0.05 \) when the outliers lie between 3\( \sigma \) and 6\( \sigma \).

1 Introduction
In order to measure the global reliability of a test procedure in robust statistics, the concept of the breakdown point, especially the power and level breakdown points are used (Ylvisaker 1977, Hampel et al. 1986, He et al. 1990, He 1991, Markatou and He 1994). The power breakdown point gives the amount of contamination that can drive the test statistic to its null value regardless of the true alternative value. The level breakdown point shows the amount of contamination that carries the test statistic to any value in the alternative space.

The F-test is extremely sensitive to distributions that are not normally distributed (Triola 2001). The F-test of a hypothesis, comparing two sample variances from the same distribution, is known to be nonrobust (Shorack 1969; Markatou and He 1994; He et al. 1990). This F-test is used mostly in geodesy as the global congruency test in the detection of deformation (Pelzer 1971).

In order to measure the reliability of a test for outliers, the minimum mean success rate (minimum MSR) was introduced in a given outlier interval for a certain number of outliers by Hekimoğlu and Koch (2000). Applied for this study, it means that the number of successful rejections of the null hypothesis in case of outliers is divided by the number of experiments. The minimum MSR may be interpreted as a finite sample version of the power breakdown point of a test. The minimum MSR gives more information about the reliability of a test for outliers than the breakdown point does, especially if the observations have small outliers.

Let two populations of observations be given that have the same variance and are independent. Assume that one population includes outliers, whereas the other one does not. Due to the spreading effect of the least squares estimation (LSE), the magnitude of an outlier is not completely reflected in the corresponding residual and in the estimated variance of unit weight. This is much more valid if the corresponding sample includes multiple outliers. Therefore, the F-test fails for some cases to distinguish the null hypothesis \( H_0 \) from the alternative hypothesis \( H_1 \) when only one of the two samples includes outliers. Hence, we expect that the minimum MSRs of the F-test will also be relatively small when outliers are small. In this case, we will investigate how the minimum MSRs of the F-test can be increased assuming that only one of the two independent samples with the same variances is contaminated by outliers. We argue that the estimated variance for the sample that includes outliers will be increased when the weights of
all observations of this contaminated sample are multiplied by any positive number k. Thus, the null hypothesis will be rejected more successfully than before. This F-test is called here a new F-test where the weights of all observations from the contaminated sample are multiplied by any positive number k (k > 1).

2 Outlier concept

The outlier concept is the same as given in Hekimoğlu (1997). The one-dimensional bad observations which lie between $-\infty$ and $\mu - 3\sigma$ or between $\mu + 3\sigma$ and $+\infty$ are called outliers with $\sigma$ being the standard deviations of the observations. They can take on any value from this space which is the outlier region. In this study, each group of outliers is divided into two broad categories, the random and jointly influential outliers. The outliers in each category can be further divided into the categories small and large. The small outliers lie between $3\sigma$ and $6\sigma$ and the large outliers between $6\sigma$ and $10\sigma$.

3 Test of equality of the variances of two populations

There are two samples, consisting of the multidimensional observations $\mathbf{l}_1 = [l_{11}, l_{12}, \ldots, l_{1n1}]$ and $\mathbf{l}_2 = [l_{21}, l_{22}, l_{23}, \ldots, l_{2n2}]$. The assumption is that the sample $\mathbf{l}_1$ comes from the normally distributed population $N(\mathbf{A}_1\mathbf{x}, \sigma_1^2\mathbf{I}_1)$ and the sample $\mathbf{l}_2$ from the other normally distributed population $N(\mathbf{A}_2\mathbf{x}, \sigma_2^2\mathbf{I}_1)$. We assume that both populations are independent and have the same variance, i.e. $\sigma_1^2 = \sigma_2^2$. In addition, we assume that the sample $\mathbf{l}_1$ is contaminated by outliers, whereas the sample $\mathbf{l}_2$ is not. Furthermore, the variances of both populations are unknown. Considering the Gauss-Markov model for both samples, we can write

$$\mathbf{l}_1 = \mathbf{A}_1\mathbf{x} + \mathbf{e}_1, \quad \text{with} \quad \mathbf{C}_1 = \sigma_1^2\mathbf{I}_1, \quad (1)$$

$$\mathbf{l}_2 = \mathbf{A}_2\mathbf{x} + \mathbf{e}_2, \quad \text{with} \quad \mathbf{C}_2 = \sigma_2^2\mathbf{I}_1, \quad (2)$$

$$E(\mathbf{e}_1) = 0 \quad \text{and} \quad E(\mathbf{e}_2) = 0, \quad (3)$$

where the index 1 or 2 refers to the sample 1 or 2, respectively. $\mathbf{A}_1$ is the $n_1 \times 1$ design matrix, $\mathbf{x}$ is the $u \times 1$ unknown parameter vector, $\mathbf{l}_1$ is the $n_1 \times 1$ observation vector, $\mathbf{e}_1$ is the $n_1 \times 1$ random error vector assumed to be normally distributed, $\mathbf{C}_1$ is the $n_1 \times n_1$ covariance matrix of the observations $\mathbf{l}_1$, $\sigma_1^2$ is the variance of unit weight of the sample $\mathbf{l}_1$, $u$ is the number of unknowns, $n_1$ is the number of observations, $\mathbf{I}_1$ is the $n_1 \times n_1$ unit matrix and $E(\ )$ is the expected value. Let $\mathbf{A}_1$ have full column rank, i.e. rank $\mathbf{A}_1 = u$.

The estimated value $\hat{\sigma}_1^2$ of the variance $\sigma_1^2$ of unit weight from the sample $\mathbf{l}_1$ and the estimated value $\hat{\sigma}_2^2$ of the variance $\sigma_2^2$ of unit weight from the sample $\mathbf{l}_2$ is given respectively by

$$\hat{\sigma}_1^2 = \frac{\mathbf{v}_1^T \mathbf{v}_1}{n_1 - u}, \quad (4)$$

$$\hat{\sigma}_2^2 = \frac{\mathbf{v}_2^T \mathbf{v}_2}{n_2 - u}, \quad (5)$$

where $\mathbf{v}_1$ is the $n_1 \times 1$ residual vector and $\mathbf{v}_2$ is the $n_2 \times 1$ residual vector.

To test the equality of the variances of two populations, the F-test is used as follows:

$$H_0: \sigma_1^2 = \sigma_2^2, \quad (6)$$

$$H_1: \sigma_1^2 > \sigma_2^2. \quad (7)$$

The test statistic is

$$T = \frac{(n_2 - u)\hat{\sigma}_1^2}{(n_1 - u)\hat{\sigma}_2^2} \sim F_{(1, 0, n_1-u, n_1-u)}, \quad (8)$$

where $n_2$ is the number of observations in the sample $\mathbf{l}_2$. If $T > F_{(1, 0, n_1-u, n_1-u)}$, the null hypothesis is rejected at the level of significance $\alpha$.

4 Multiplying the weights of all the observations in one sample

**Theorem:** If the weights $p_i$, $i \in (1, 2, \ldots, n)$, of all observations are multiplied by any positive number $k$, the estimated variance $\hat{\sigma}^2$ of unit weight is multiplied by $k$ as well. If $k > 1$, the new variance $\hat{\sigma}^2 = k\hat{\sigma}^2$ becomes always greater than $\hat{\sigma}^2$, i.e. $\hat{\sigma}^2 > \hat{\sigma}^2$. If $0 < k < 1$, the new variance $\hat{\sigma}^2 = k\hat{\sigma}^2$ becomes always smaller than $\hat{\sigma}^2$, i.e. $\hat{\sigma}^2 < \hat{\sigma}^2$.

**Proof of the theorem:** If the weights $p_i$, $i \in (1, 2, \ldots, n)$, of all observations are multiplied by a positive number $k$ ($k > 0$), i.e. $p_i = k p_i$, all the results of LSE are given easily as follows:

$$\mathbf{P} = k \mathbf{P}, \quad (9)$$

$$\mathbf{x} = \mathbf{x}, \quad (10)$$

$$\mathbf{v} = \mathbf{v}, \quad (11)$$

$$\mathbf{(v}^T \mathbf{P} \mathbf{v} = k \mathbf{v}^T \mathbf{P} \mathbf{v}, \quad (12)$$

$$\hat{\sigma}^2 = k\hat{\sigma}^2, \quad (13)$$
where \( \mathbf{P}, \mathbf{x}, \mathbf{v} \) and \((\hat{\sigma}^2)^2\) denote the new weight matrix, the new unknown vector, the new residual vector and the new variance respectively. Thus, we can see easily that if \( k > 1 \), the new variance \((\hat{\sigma}^2)^2\) becomes always greater than \( \hat{\sigma}^2 \), i.e. \((\hat{\sigma}^2)^2 > \hat{\sigma}^2 \). If \( 0 < k < 1 \), the new variance \((\hat{\sigma}^2)^2\) becomes always smaller than \( \hat{\sigma}^2 \), i.e. \((\hat{\sigma}^2)^2 < \hat{\sigma}^2 \).

Now this theorem may be applied to the two samples given in (1) and (2) respectively. Since we assume that all the observations of two samples \( l_1 \) and \( l_2 \) have the same variance, the weight matrix \( \mathbf{P} \) in (9) and (12) is replaced by the unit matrix \( \mathbf{I} \). If the weights of all the observations in the sample \( l_2 \) are multiplied by a positive number \( k (k > 1) \), the new variance \((\hat{\sigma}^2)^2\) from LSE becomes always greater than \( \hat{\sigma}^2 \), i.e. \((\hat{\sigma}^2)^2 > \hat{\sigma}^2 \). Hence, the new test statistic \( T' \) is always bigger than \( T \) in (8) as follows:

\[
T' = \frac{(n_2 - u)(\hat{\sigma}^2)^2}{(n_1 - u)\hat{\sigma}_1^2} \sim F_{(n_2 - u, n_1 - u)}.
\]  

(14)

The null hypothesis will be rejected more successfully than before due to the increase of the variance \((\hat{\sigma}^2)^2\). Thus, we argue that the minimum MSRs of the F-test can be increased.

5 Monte-Carlo Method

5.1 Observations without outliers

To investigate increasing of the reliability of the F-test, two linear regressions are chosen. For the F-test, two samples \( l_1 \) and \( l_2 \) as defined by (1) and (2) are simulated with choosing \( n_1 = n_2 \). We assume that only the sample \( l_2 \) is contaminated by outliers and the sample \( l_1 \) is not. For this purpose, a simple straight line

\[
y_i = a_0 + a_1 x_i, \quad i = 1, 2, 3, \ldots, n_y
\]

with \( a_0 = 1, a_1 = 1, n_y = 10 \),

and a multiple regression are chosen:

\[
z_i = a_0 + a_1 x_{i1} + a_2 x_{i2} + a_3 x_{i3} + a_4 x_{i4}, \quad i = 1, 2, 3, \ldots, n_z
\]

with \( a_0 = 2, a_1 = -1, a_2 = 0.5, a_3 = 1.2, a_4 = 1.5 \) and \( n_z = 13 \).

The random errors \( e_{yi} \), \( i = 1, 2, \ldots, n_{y1} \) and \( e_{zi} \), \( i = 1, 2, \ldots, n_{z2} \) for the simple regression were generated from the normal distribution \( e \sim N(\mu = 0, \sigma^2 = 4\text{ cm}^2) \) by a random number generator of the IMSL subroutine, and also \( e_{zi}^{'}, i = 1, 2, \ldots, n_{z2} \) and \( e_{yi}^{'}, i = 1, 2, \ldots, n_{y2} \) for the multiple regression, where \( n_{y1} = n_{y2} = n_y \) and \( n_{z1} = n_{z2} = n_z \). These random errors are regarded as observation errors.

In order to obtain two samples, the corresponding random errors \( e_{yi}^{'}, e_{yi} \) and \( e_{zi}^{'}, e_{zi} \) are added to the \( y_i, y_j \) and \( z_i, z_j \) values as follows:

for the simple regression

\[
l_{1i} = y_i + e_{yi}^{'}, \quad i = 1, 2, \ldots, n_{y1},
\]

\[
l_{1j} = y_j + e_{yi}, \quad j = 1, 2, \ldots, n_{y2},
\]

and also for the multiple regression

\[
l_{1i} = z_i + e_{zi}^{'}, \quad i = 1, 2, \ldots, n_{z1},
\]

\[
l_{1j} = z_j + e_{zi}, \quad j = 1, 2, \ldots, n_{z2}.
\]

One thousand samples for the simple and multiple regressions were generated separately.

5.2 Bad Observations

A contaminated sample contains a few bad observations in the second sample \( l_2 \). To simulate a bad observation \( T_y \), the random error of an observation is replaced by an outlier \( \delta y \). This means that the magnitude \( \delta y \) of an outlier is added to the \( y_i \) values, e.g., \( T_y = y_i + \delta y \) for the simple regression and also \( T_y = z_i + \delta y \) for the multiple regression.

Outliers are divided into two broad categories, random and influential. The number of outliers is denoted by \( m \).

a) Random Outliers:

The magnitude \( \delta y \) of one random outlier (i.e. \( m = 1 \)) is generated by a uniform distribution for a given interval \( \text{int}(\sigma) \) in the outlier region as follows:

\[
\text{int}(\sigma) = 3\sigma < \delta y < 6\sigma
\]

for each sample of simple and multiple regressions,

\[
\delta y_k = \text{sign}(t_1) \delta y_k^*,
\]

\[
\text{sign}(t_1) = \begin{cases} + & t_1 > 0.5 \quad 0 < t_1 \leq 1, \\ - & t_1 \leq 0.5 \end{cases}
\]

\[
\delta y_k^* = 3\sigma + t_2\Delta, \\
k = n_3 t_2, \quad \Delta = 6\sigma - 3\sigma = 3\sigma, \quad 0 < t_2 \leq 1,
\]

where \( t_1 \) and \( t_2 \) are distributed uniformly, and \( \Delta \) is the length of the outlier interval \( \text{int}(\sigma) \). In addition, \( n_3 \) becomes \( n_{y3} \) for (15b), and \( n_{z3} \) for (16b) respectively.

The interval \( \text{int}(\sigma) \) for small outliers lies between \( 3\sigma \) and \( 6\sigma \), while for large outliers between \( 6\sigma \) and \( 10\sigma \). In the last case (19) is changed to
\[ \delta y_k = 6\sigma + t_k \Delta, \]
\[ k = n^3, \Delta = 10\sigma - 6\sigma = 4\sigma, \quad 0 < t_k \leq 1. \]  

The magnitudes \( \delta y_k \) and \( \delta y_t \) of two random outliers (i.e., \( m = 2 \)), the magnitudes \( \delta y_k \), \( \delta y_l \), and \( \delta y_t \) of three random outliers, i.e., \( m = 3 \), and the magnitudes \( \delta y_k \), \( \delta y_f \), \( \delta y_t \), and \( \delta y_q \) of four random outliers, i.e., \( m = 4 \), are generated correspondingly by the uniform distribution for a given interval \( \text{int}(\sigma) \) in the outlier region as shown in Hekimoğlu and Koch (2000).

This algorithm has been computed 500 times for each sample of the simple and multiple regressions respectively. If the test statistic \( T \) can distinguish \( H_0 \) from \( H_1 \) hypothesis, the new F-test is considered as successful. The success rate of a contaminated working sample is obtained by dividing the total number of these successful cases by 500.

One thousand different contaminated samples have been simulated for the simple and multiple regressions respectively. Thus, the MSRs of the new F-test can be estimated as a mean value from these 1000 different success rates for random outliers or for their subkinds. It means that a MSR value is a mean value of \( 1000 \times 500 \) different experiments.

b) Influential Outliers:
The magnitude \( \delta y \) of the influential outlier is also generated by the uniform distribution for a given interval in outlier region as done for random outliers. However, in this case they all have the same sign, i.e., all the plus or all the minus.

Outliers of each category are divided again into two subcategories as follows:
- Outliers are randomly distributed in the whole region of observations,
- outliers are randomly distributed only in the tail regions of observations.

5.3 The estimation of the MSRs of the F-test

First, the F-test was applied to 1000 samples without outliers in order to verify whether the F-test accepts the null hypothesis. The results are given in the second row under heading »0« in Tab. 1. According to these results, the F-test accepts the null hypothesis for \( \alpha = 0.05 \) with the MSR of 92 % for the simple regression and with the MSR of 92 % for the multiple regression. Thus, the risk of rejecting \( H_0 \) is 8 % for the simple regression and 8 % for the multiple regression although the sample does not include any outlier.

Secondly, the F-test was applied to 1000 contaminated samples where only the sample \( l_2 \) is contaminated. The MSRs of the F-test are computed for different numbers of outliers, for the two subkinds of random and influential outliers, for the levels of significance \( \alpha = 0.05 \) and \( \alpha = 0.01 \), and for the intervals of \( 3\sigma - 6\sigma \) and \( 6\sigma - 10\sigma \) for the simple and multiple regressions. The MSRs increase rapidly as the number of outliers increases. The MSRs for the influential outliers are smaller than the ones for random outliers. The MSRs for the tail region of the observations are smaller than the MSRs for the whole region of the observations. The greater the number of unknowns, the smaller the MSRs. In addition, the MSRs for \( \alpha = 0.05 \) are greater than ones for \( \alpha = 0.01 \). Only the minimum MSRs of the F-test are given in Tab. 1.

<table>
<thead>
<tr>
<th>Number of outliers</th>
<th>Magnitude of outliers</th>
<th>For simple regression</th>
<th>For multiple regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>02 %</td>
<td>92 %</td>
<td>92 %</td>
</tr>
<tr>
<td>1</td>
<td>3σ - 6σ</td>
<td>44</td>
<td>17</td>
</tr>
<tr>
<td>2</td>
<td>6σ - 10σ</td>
<td>72</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>9σ - 10σ</td>
<td>86</td>
<td>53</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>90</td>
<td>60</td>
</tr>
<tr>
<td>Total</td>
<td>292</td>
<td>164</td>
<td>252</td>
</tr>
<tr>
<td>1</td>
<td>93</td>
<td>67</td>
<td>83</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>94</td>
<td>97</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>98</td>
<td>99</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>Total</td>
<td>393</td>
<td>358</td>
<td>378</td>
</tr>
</tbody>
</table>

5.4 The estimation of the MSRs of the new F-test

First, the weights of all the observations in the sample \( l_2 \) are multiplied by \( k = 1.75 \). Then, the F-test is applied to the contaminated sample. This is called the new F-test.

Secondly, the new F-test was applied to the 1000 samples without outliers in order to verify whether the new F-test accepts the null hypothesis. The results are given in the second row under heading »0« in Tab. 2. The new F-test accepts the null hypothesis for \( \alpha = 0.05 \) with the MSR of 83 % for the simple regression and with the MSR of 83 % for the multiple regression. Thus, the risk of rejecting \( H_0 \) is 17 % for the simple regression and 17 % for the multiple regression although the sample does not include any outlier. These risks are greater than the ones of the F-test given in Tab. 1.

Thirdly, the new F-test was applied to the 1000 contaminated samples where only the sample \( l_2 \) is conta-
The MSRs of the new F-test are computed for different numbers of outliers, for the two subkinds of random and influential outliers, for $\alpha = 0.05$ and $\alpha = 0.01$, and for the intervals of $3\sigma - 6\sigma$ and $6\sigma - 10\sigma$ for the simple and multiple regressions. In addition, the MSRs are obtained for different numbers of outliers for the given intervals of $3\sigma - 6\sigma$ and $6\sigma - 10\sigma$. The minimum MSRs are given in Tab. 2.

**Tab. 2: Minimum mean success rates of the new F-test with $k = 1.75$**

<table>
<thead>
<tr>
<th>Number of outliers</th>
<th>Magnitude of outliers</th>
<th>For simple regression $\alpha = 0.05$</th>
<th>For simple regression $\alpha = 0.01$</th>
<th>For multiple regression $\alpha = 0.05$</th>
<th>For multiple regression $\alpha = 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>83%</td>
<td>96%</td>
<td>83%</td>
<td>96%</td>
</tr>
<tr>
<td>1</td>
<td>3σ–6σ</td>
<td>78%</td>
<td>44%</td>
<td>67%</td>
<td>35%</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>95%</td>
<td>72%</td>
<td>88%</td>
<td>60%</td>
</tr>
<tr>
<td>3</td>
<td>6σ–10σ</td>
<td>98%</td>
<td>86%</td>
<td>94%</td>
<td>74%</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>99%</td>
<td>90%</td>
<td>96%</td>
<td>81%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>370%</td>
<td>292%</td>
<td>345%</td>
<td>250%</td>
</tr>
</tbody>
</table>

For the simple regression: If comparing the results in Tab. 2 with the ones in Tab. 1, the minimum MSRs of the new F-test procedure increase on the average by 24% for the small outliers that lie between $3\sigma$ and $6\sigma$. For the multiple regression: If comparing the results in Tab. 2 with the ones in Tab. 1, the minimum MSRs of the new F-test procedure increase on the average by 37% for the small outliers with $\alpha = 0.05$ and by 100% with $\alpha = 0.01$. They increase slightly for large outliers.

5.5 Discussion

How can the number $k$ be chosen to increase the MSRs of the new F-test? To answer this question we have investigated the change of MSRs for the simple and multiple regression when the number $k$ changes. For this purpose, firstly, the new F-test was applied to 1000 samples including only observations without outliers, secondly, it was applied to 1000 contaminated samples where only the sample $I_2$ is contaminated, as done in the subsection 5.4. The MSRs for different $k$-values for $\alpha = 0.05$ are given in Tab. 3 for the simple regression and in Tab. 4 for the multiple regressions when random outliers lie between $3\sigma$ and $6\sigma$. The greater the number $k$, the greater the MSRs. If assuming that only the sample $I_2$ is contaminated, there is no problem to increase the MSRs up to 100%. However, the greater the number $k$, the smaller the MSRs in case that the sample does not include any outlier. It means that the risk of rejecting $H_0$ increases as the number $k$ increases when the sample does not include any outlier. Therefore, we should find a compromise between both situations. In this study, we choose $k = 1.75$. In this case, the risk of rejecting $H_0$ increases by 9% (i.e., $0.92 - 0.83 = 0.09$) for the simple regression with $\alpha = 0.05$ while the MSR of the new F-test is increasing from 44% to 78% for one outlier. It is increasing by 9% (i.e., $0.92 - 0.83 = 0.09$) for the multiple regression with $\alpha = 0.05$ while the MSR of the new F-test for one outlier increases from 35% to 67%.

**Tab. 3: MSRs of the new F-test for different number $k$ for the simple regression**

<table>
<thead>
<tr>
<th>$k$</th>
<th>1.00</th>
<th>1.25</th>
<th>1.50</th>
<th>1.75</th>
<th>2.00</th>
<th>2.25</th>
<th>2.50</th>
<th>2.75</th>
<th>3.00</th>
<th>5.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>92%</td>
<td>90%</td>
<td>87%</td>
<td>83%</td>
<td>78%</td>
<td>73%</td>
<td>68%</td>
<td>64%</td>
<td>60%</td>
<td>29%</td>
</tr>
<tr>
<td>1</td>
<td>44%</td>
<td>58%</td>
<td>69%</td>
<td>78%</td>
<td>84%</td>
<td>88%</td>
<td>91%</td>
<td>94%</td>
<td>95%</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>83%</td>
<td>92%</td>
<td>96%</td>
<td>98%</td>
<td>99%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

* $m$ is the number of outliers

**Tab. 4: MSRs of the new F-test for different number $k$ for the multiple regression**

<table>
<thead>
<tr>
<th>$k$</th>
<th>1.00</th>
<th>1.25</th>
<th>1.50</th>
<th>1.75</th>
<th>2.00</th>
<th>2.25</th>
<th>2.50</th>
<th>2.75</th>
<th>3.00</th>
<th>5.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>92%</td>
<td>92%</td>
<td>88%</td>
<td>83%</td>
<td>78%</td>
<td>74%</td>
<td>68%</td>
<td>65%</td>
<td>60%</td>
<td>29%</td>
</tr>
<tr>
<td>1</td>
<td>35%</td>
<td>48%</td>
<td>58%</td>
<td>67%</td>
<td>74%</td>
<td>80%</td>
<td>84%</td>
<td>87%</td>
<td>90%</td>
<td>98%</td>
</tr>
<tr>
<td>2</td>
<td>68%</td>
<td>80%</td>
<td>87%</td>
<td>92%</td>
<td>95%</td>
<td>96%</td>
<td>98%</td>
<td>99%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

* $m$ is the number of outliers
May the new F-test be applied to the samples \(I_1\) and \(I_2\) when they have the same weight matrix \(P\), i.e. \(P_1 = P_2\) for \(n_1 = n_2\)? In this case, \(C_1 = \sigma_1^2P^{-1}\), \(C_2 = \sigma_2^2P^{-1}\). The F-test may be used to test that both samples have the same variance factor:

\[ H_0: \sigma_2^2 = \sigma_1^2, \quad (21) \]

\[ H_1: \sigma_2^2 > \sigma_1^2. \quad (22) \]

For this purpose, 1000 samples for the simple and multiple regressions are used as done in subsection 5.4. The \(P\) matrix is given as \(P = \text{diag}(1.0, 1.3, 1.9, 2.3, 1.5, 1.9, 1.2, 2.1, 1.7, 1.4)\) for the simple regression and \(P = \text{diag}(0.9, 1.2, 1.9, 1.5, 2.5, 2.1, 1.9, 0.8, 2.0, 1.5, 1.0, 1.8, 1.6)\) for the multiple regression. The algorithm given in subsection 5.2 for outliers is computed 500 times for each sample as done in subsection 5.4. Only the MSRs of the simple regression are given in Tab. 5. It shows that the new F-test may also be used for this general case.

Tab. 5: Minimum MSRs of the F-test and the new F-test with \(k = 1.75\) for the simple regression

<table>
<thead>
<tr>
<th>Number of outliers</th>
<th>Magnitude of outliers</th>
<th>The F-Test (\alpha = 0.05)</th>
<th>(\alpha = 0.01)</th>
<th>The new F-Test (\alpha = 0.05)</th>
<th>(\alpha = 0.01)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>99 %</td>
<td>100 %</td>
<td>98 %</td>
<td>99 %</td>
</tr>
<tr>
<td>1</td>
<td>(3\sigma - 6\sigma)</td>
<td>48</td>
<td>22</td>
<td>77</td>
<td>48</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>60</td>
<td>34</td>
<td>88</td>
<td>62</td>
</tr>
<tr>
<td>3</td>
<td>(6\sigma - 10\sigma)</td>
<td>85</td>
<td>58</td>
<td>97</td>
<td>85</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>86</td>
<td>59</td>
<td>97</td>
<td>86</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>279</td>
<td>173</td>
<td>359</td>
<td>281</td>
</tr>
<tr>
<td>1</td>
<td>(6\sigma - 10\sigma)</td>
<td>90</td>
<td>67</td>
<td>98</td>
<td>90</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>98</td>
<td>76</td>
<td>100</td>
<td>98</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>100</td>
<td>97</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>388</td>
<td>338</td>
<td>398</td>
<td>388</td>
</tr>
</tbody>
</table>

6 Conclusion

The MSRs of the F-test have been obtained for simple and multiple regressions. They are relatively small especially for the outliers whose magnitudes lie between \(3\sigma\) and \(6\sigma\). Therefore, the F-test is not very sensitive against small outliers.

In this paper, we have proved that if the weights of all the observations are multiplied by a positive number \(k\), the corresponding estimated variance \((\hat{\sigma})^2\) in the Gauss-Markov model increases always, i.e. \((\hat{\sigma})^2 > \hat{\sigma}^2\), if \(k > 1\). If \(0 < k < 1\), it becomes always smaller, i.e. \((\hat{\sigma})^2 < \hat{\sigma}^2\).

Using this information we have developed a new F-test for the Gauss-Markov model in order to increase the minimum MSRs (the reliability) of the F-test when the outliers are small. We assume that only one of two different samples is contaminated. This new approach is based on multiplying the weights of all the observations in the contaminated sample by a certain number \(k\). An optimal number \(k\) was found to be \(1.75\). We have numerically shown how the minimum MSRs of the F-test can be increased significantly for different kinds of outliers for a given interval and for a certain number of outliers when the outliers are small.
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